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Abstract. This paper presents a novel approach to the problem of de-
termining head pose estimation and face 3D orientation of several people
in low resolution sequences from multiple calibrated cameras. Spatial re-
dundancy is exploited and the head in the scene is approximated by
an ellipsoid. Skin patches from each detected head are located in each
camera view. Data fusion is performed by back-projecting skin patches
from single images onto the estimated 3D head model, thus providing
a synthetic reconstruction of the head appearance. A particle filter is
employed to perform the estimation of the head pan angle of the person
under study. A likelihood function based on the face appearance is in-
troduced. Experimental results proving the effectiveness of the proposed
algorithm are provided for the SmartRoom scenario of the CLEAR Eval-
uation 2007 Head Orientation dataset.

1 Video Head Pose Estimation

This section presents a new approach to multi-camera head pose estimation from
low-resolution images based on Particle Filtering (PF) [1]. A spatial and color
analysis of these input images is performed and redundancy among cameras
is exploited to produce a synthetic reconstruction of the head of the person.
This informationis used to construct the likelihood function that will weight the
particles of this PF based on visual information. The estimation of the head
orientation will be computed as the expectation of the pan angle thus producing
a real valued output.

For a given frame in the video sequence, a set of N images are obtained from
the N cameras. Each camera is modeled using a pinhole camera model based on
perspective projection. Accurate calibration information is available. Bounding
boxes describing the head of a person in multiple views are used to segment the
interest area where the colour module will be applied. Center and size of the
bounding box allow defining an ellipsoid model H = {c,R, s} where c is the
center, R the rotation along each axis centered on c and s the length of each
axis. Colour information is processed as described in the following subsection.

1.1 Color Analysis

Interest regions provided as a bounding box around the head provide 2D masks
within the original images where skin color pixels are sought. In order to extract
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Fig. 1. In (a), color and spatial information fusion process scheme. Pixels in the set Sn

are back-projected onto the surface of the ellipsoid defined by H, generating the set Sn

with its weighting term αn. In (b), result of information fusion obtaining a synthetic
reconstruction of face appearance from images in (c) where the skin patches are plot
in red and the ellipsoid fitting in white.

skin color like pixels, a probabilistic classification is computed on the RGB in-
formation [16] where the color distribution of skin is estimated from offline hand
selected samples of skin pixels.

Let us denote with Sn all skin pixels in the n-th view. It should be recalled
that there could be empty sets Sn due to occlusions or under-performance of the
skin detection technique. However, tracking information and redundancy among
views would allow to overcome this problem.

1.2 3D Head Appearance Generation

Combination of both color and space information is required in order to perform
a high semantic level classification and estimation of head orientation. Our in-
formation aggregation procedure takes as input the information generated from
the low level image analysis for the person under study: an ellipsoid estimation
H of the head and a set of skin patches at each view belonging to this head
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{Sn}, 0 ≤ n < NCAM. The output of this technique is a fusion of color and space
information set denoted as Υ .

The procedure of information aggregation we define is based on the assump-
tion that all skin patches Sn are projections of a region of the surface of the
estimated ellipsoid defining the head of a person. Hence, color and space infor-
mation can be combined to produce a synthetic reconstruction of the head and
face appearance in 3D. This fusion process is performed for each head separately
starting by back-projecting the skin pixels of Sn from all NCAM views onto the
3D ellipsoid model. Formally, for each pixel pn ∈ Sn, we compute

Γ (pn) ≡ P−1
n (pn) = on + λv, λ ∈ R

+, (1)

thus obtaining its back-projected ray in the world coordinate frame passing
through pn in the image plane with origin in the camera center on and director
vector v. In order to obtain the back-projection of pn onto the surface of the
ellipsoid modelling the head, Eq.1 is substituted into the equation of an ellipsoid
defined by the set of parameters H [13]. It gives a quadratic in λ,

aλ2 + bλ + c = 0. (2)

The case of interest will be when Eq.2 has two real roots. That means that
the ray intersects the ellipsoid twice in which case the solution with the smaller
value of λ will be chosen for reasons of visibility consistency. See a scheme of
this process on Fig.1(a).

This process is applied to all pixels of a given patch Sn obtaining a set Sn

containing the 3D points being the intersections of the back-projected skin pixels
in the view n with the ellipsoid surface. In order to perform a joint analysis of
the sets {Sn}, each set must have an associated weighting factor that takes into
account the real surface of the ellipsoid represented by a single pixel in that view
n. That is, to quantize the effect of the different distances from the center of the
object to each camera. This weighting factor αn can be estimated by projecting
a sphere with radius r = max(s) on every camera plane, and computing the
ratio between the appearance area of the sphere and the number of projected
pixels. To be precise, αn should be estimated for each element in Sn but, since
the far-field condition

max(s) ≪ ‖c − on‖2, ∀n, (3)

is fulfilled, αn can be considered constant for all intersections in Sn. A schematic
representation of the fusion procedure is depicted in Fig.1(a). Finally, after ap-
plying this process to all skin patches we obtain a fusion of color and spatial
information set Υ = {Sn, αn,H}, 0 ≤ n < NCAM, for the head of the person
under study. A result of this process is shown in Fig.1(b).

1.3 Head Pose Video Likelihood Evaluation

In order to implement a PF that takes into account visual information solely, the
visual likelihood evaluation function must be defined. The observation ΩV

t will be
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Fig. 2. Two examples of the Ω
V

t sets containing the visual information that will be fed
to the video PF. This set may take different configurations depending on the appearance
of the head of the person under study. For our experiments a quantization step of
∆θ × ∆φ = 0.02 × 0.02 rads have been employed.

constructed upon the information provided by the set Υ . The sets Sn containing
the 3D Euclidean coordinates of the ray-ellipsoid intersections are transformed
on the plane θφ, in elliptical coordinates with origin at c, describing the surface
of H. Every intersection has associated its weight factor αn and the whole set
of transformed intersections is quantized with a 2D quantization step of size
∆θ × ∆φ. This process produces the visual observation ΩV

t (nθ, nφ) that might
be understood as a face map providing a planar representation of the appearance
of the head of the person. Some examples of this representation are depicted in
Fig.2.

Groundtruth information from a training database is employed to compute
an average normalized template face map centered at θ = 0, namely Ω̃V (nθ, nφ).
That is, the appearance that the head of a person would have if there were no
distorting factors (bad performance of the skin detector, not enough cameras
seeing the face of the person, etc.). This information will be employed to define
the likelihood function. The computed template face map is shown in Fig.3.

A cost function is defined as a sum-squared difference function ΣV
(
θ, ΩV (nθ, nφ)

)

and is computed using
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Fig. 3. Template face map obtained from an annotated training database for 10 dif-
ferent subjects.

ΣV
(
θ, ΩV (nθ, nφ)

)
= (4)

=

Nθ∑

kθ=0

Nφ∑

kφ=0

(
1 −

(
ΩV (kθ, kφ) · Ω̃V

(
kθ ⊖

⌊
θ

∆θ

⌋
, kφ

))2
)

,

Nθ =

⌊
2π

∆θ

⌋
, Nφ =

⌊
π

∆φ

⌋
, (5)

where ⊖ is the circular shift operator. This function will produce small values
when the value of the pan angle hypothesis θ matches the angle of the head that
produced the visual observation ΩV (nθ, nφ). Finally, the weights of the particles
are defined as

w
j
t

(
θ

j
t , Ω

V (nθ, nφ)
)

= exp
(
−βV ΣV

(
θ

j
t , Ω

V (nθ, nφ)
))

. (6)

Inverse exponential functions are used in PF applications in order to reflect the
assumption that measurement errors are Gaussian [15]. It also has the advantage
that even weak hypotheses have finite probability of being preserved, which is
desirable in the case of very sparse samples [10]. The value of βV is not critical,
and it has been empirically fixed at βV = 50 to allow some useful bias towards
lower cost solutions.

2 Results and Conclusions

In order to evaluate the performance of the proposed algorithms, we employed
the CLEAR 2007 head pose database containing a set of scenes in an indoor
scenario were a person is moving his/her head. 10 video segments of approxi-
mately 2 minutes each are used for the training phase and 5 segments are used
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for the testing. The analysis sequences were recorded with 4 fully calibrated and
synchronized cameras with a resolution of 640x480 pixels at 15 fps. Head local-
ization is assumed to be available since the aim of our research is at estimating
its orientation. Groundtruth information of the pan/tilt/roll angles of the head
is available for the evaluation of the algorithm. However, since our algorithm
performs an estimation of the pan angle, only result of this magnitude will be
reported.

For all the experiments conducted in this article, a fixed number of particles
has been set, Ns = 100. Experimental results proved that employing more par-
ticles does not report in a better performance of the system. Results reported
in Table 1 quantitatively prove the effectiveness of the presented method at
estimating the pan angle orientation of the head of a person.

Table 1. Results of the proposed method for the CLEAR Head Pose Testing Database.

Pan Mean Error

person01b 22.91o

person02 31.41o

person03 17.40o

person04 11.83o

person05 17.22o

Average 20.48o

Orientation estimation depends on the detection of skin patches thus being
sensitive to its performance. Typically, skin detection underperforms when the
face is being illuminated by a coloured light, i.e. a beamer. Other effects to be
considered are the hair style, the presence of beard or baldness. Nevertheless,
the proposed particle filter strategy is able to cope with such effects in most of
the cases.

Future work aims at continuing the multimodal head orientation approach al-
ready presented by the authors in [5]. Focus of attention in multi-person meetings
based on the information retrieved from head orientation estimation of multiple
people is under study.
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