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Motivation

Infants tend to group foreground objects by 
observing motion cues [1].
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MFB-Net is proposed to disentangle fore- 
ground, background and foreground mo- 
tion features in videos.
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Hypothesis: humans summarize videos by 
decomposing foreground, background and 
foreground motion.

MFB-Net

Dataset

UCF-24 with action localization annotations

Reconstruction

Reconstruction results on test set. (first row: 
prediction, second row: ground truth)

Reconstruction when motion is removed. 
(left: original input, right: motion removed)

Action Recognition

Action recognition accuracy on validation set 
with different initialization schemes.

Action recognition accuracy on test set with 
different initialization schemes.
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Model and source code:
https://github.com/imatge-upc/unsupervised-2017-cvprw


